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Modelling

In order to influence power consumption, K tariffs are available
The vector v = (vq, ..., Vi) of the consumption laws associated with
the different tariffs is unknown
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@ A target consumption c; is given

@The tariff I, € {1, ..., K} (discrete setting) or the population proportions receiving the
different tariffs p, € P = {p € [0,1]¥| Xx_1 px = 1} (continuous setting) are chosen

L The consumption Y; is observed. Y; is a random variable with Y; ~ v; (discrete setting) or
Y, = p{ Z, Z ~ v (continuous setting)

\7-The loss £(Y;, c;) is suffered, with £(-, c,) a convex function of minimum c,

Application of bandit theory How to simulate and test
Learn client behaviour & Optimize chosen tariffs b&ndlt &lgOPitth?

Estimate consumptions & Pick tariffs accordingly

Analyse data, model it and simulate new data
Exploration - Exploitation trade-off o be in full information setting and be able
and Sequential Learning o evaluate algorithms performance

Application of bandit algorithms for
power consumption control:
Tariffs = Slot machines

Bandit Models

In a multi-armed bandit problem, a gambler faces a row of K slot
machines (also called "one-armed bandits") and has to decide which ones to play in
order to maximize her reward

High tapiff otochastic multi-armed Tracking - Upper Confidence
bandit for target tracking Bound (UCB) algorithm

Each tariff k is defined by an unknown distribution v, Fort =1, ..,K

Ateachroundt =1, ..,T /b — i Bxploration term
® g tariff I; € {1, ..., K} is picked according to c; N with Ny .4, 7 with t
® g consumption Y; is observed, with Y|, ~ v;, Fort =K +1,..

® the loss (Y, c;) is suffered I, € Aregmin { 05, —
k

Pseudo Pegl’et Empirical loss of the tariff I; at t:
Expectation of the
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global loss of the best strategy: at 14 k.t —
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Number of times the tariff I, has been picked:

t—1
Ngi—1 = E 17—
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Expectation of the global
loss of the strategy

Ut =E[l(Y,ct)], ¥ ~ vy

For Tracking - UCB strategy:

Ry < 3K +4+/2KTlogT

Conclusion and References

Conclusion and prospects

Design, implement and test an efficient algorithm with theoretical guaranties to track a target
consumption under basic assumptions

[1Deal with more complex models: noise variance depending on tariff and eventually on
explicative variables (temperature, date, time...), any loss function...

[1 Create client clusters to send personalized signals and improve power consumption control
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